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Introduction 

When people come together to communicate, they each bring their own unique set of life experiences, beliefs 

and background knowledge. Communicating with another person depends on your own representations of that 

person’s knowledge and beliefs, which is known as their “perspective”. During conversation, this representation 

is relevant to language use at different levels: from the choice of what to say (which determines sentence 

structure), to the selection of specific words, and even to the way in which words are acoustically realized at a 

fine-grain level. For example, when conversing with your dentist, it is appropriate to inquire about proper tooth-

brushing technique, but making an assertion (i.e., stating new information) on the same topic would be more 

appropriate when talking to your five-year-old. Furthermore, a term such as carious lesion may be appropriate in 

a conversation between dentists, but when addressing a patient, a dentist may have more success using the 

everyday term cavity (see Clark & Murphy, 1982; Isaacs & Clark, 1987; Bromme, Jucks, & Wagner, 2005). 

Finally, the prosodic realization of words may depend, for example, on whether information is considered new to 

the partner, in which case one may choose to emphasize the production of that word, to accommodate the 

addressee’s unfamiliarity with the term (Galati & Brennan, 2010; cf., Bard et al., 2000).  

 

The process whereby people consider their partner’s perspective during conversation is known as perspective-

taking.  In our examples above, we focused on the process of perspective taking in language production, also 

known as audience design (Clark & Murphy, 1982). Perspective information is also relevant to language 

comprehension, as the addressee often needs to take into consideration the speaker’s perspective at each of these 

levels of representation as well. When your dentist opens a conversation (see Schegloff, 1968), with the 

question, “How are you doing today?”, it is an invitation to talk about your dental health. But if a friend were to 

ask the same question, the response “Well one of my fillings seems to be loose” would be rather odd. In each 

case, the addressee must use their knowledge of the speaker’s background and perspective to interpret the 

question in the appropriate way. 

 

The idea that felicitous language use depends on perspective information has been recognized in the 

philosophical literature since the late 1960s. Lewis (1969) was a pioneer in conceptualizing communication as 
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intentional actions performed by rational agents, and in pointing out the relevance of common knowledge to 

these actions. The role of common knowledge took on central importance in the work of Stalnaker, who coined 

the now widely-used term common ground: common knowledge that is mutually recognized as such (Stalnaker, 

1970, 1973, 1974). Stalnaker pointed out that all conversational moves are performed in relation to common 

ground: assertions need to contain information that is not already in common ground, and, similarly, questions 

are about information that is not in common ground. By contrast, definite referring expressions are based on 

information that is in common ground. It has since been widely recognized in both philosophy and formal 

linguistics that common ground plays a central role in interpretation. The formal properties of common ground 

have been studied in connection to many linguistic phenomena, including presuppositions (see e.g., Stalnaker 

1972; Heim 1983, 1992; von Fintel, 2004; Potts, 2005; Roberts, 2012), implicatures (see e.g., Grice, 1967; 

Sperber & Wilson, 1995; Levinson, 2000), anaphora (see e.g., Kaplan, 1989; Asher & Lascarides, 2003), and 

many others. 

  

In psycholinguistics, the focus of most research concerns language processing; namely, when and how 

perspective information influences language use. The fact that adult interlocutors represent information about 

the perspectives of others in some form is generally taken for granted (contrasting with the developmental 

trajectory by which the young child comes to have such representations: Perner & Ruffman, 2005; Baillargeon, 

Scott, & He, 2010). Thus, the main research questions concern whether perspective-taking behavior relies on the 

same mechanisms across language comprehension and production, and across the different levels of linguistic 

representations (e.g., sound, structure, meaning). 

 

The study of perspective-taking in language processing should be considered against the backdrop of two other 

lines of inquiry within psychology. 

 

One intellectual tradition explores the development of theory of mind, or the capacity to attribute to other 

individuals belief states that are different than one’s own. Level 1 theory of mind allows one to understand that 

another person may perceive different objects that you do, and includes the capacity to attribute the absence of 
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belief (e.g., Sally does not know about the toy); this capacity is thought to emerge early in development, prior to 

age 4 (Flavell, Everett, Croft, & Flavell, 1981; Carlson, Mandell, & WIlliams, 2004). Level 2 theory of mind is a 

more complex capacity that allows one to understand that another person may have different knowledge, and 

includes the ability to attribute false beliefs to others. For example, it allows one to understand that the same 

object may be perceived differently by another person (e.g., Sally thinks that is her toy, but it is not really her 

toy). With respect to this more complex ability, there is an ongoing debate regarding the developmental 

trajectory: classic research using the false belief task (Wimmer & Perner, 1983; Baron-Cohen, Leslie, & Frith, 

1985) concludes that children develop this ability only around age four, whereas more recent work using implicit 

response measures finds that children as young as 13-15 months already exhibit behavior indicating that they can 

represent the false beliefs of others (Onishi & Baillargeon, 2005; Surian, Caldi, & Sperber, 2007). In the adult 

perspective-taking literature in psycholinguistics, the central question is not whether adults represent the belief 

states of others, but instead when and how these representations guide real-time language processing. It is 

interesting to note that the adult processing literature we discuss in this chapter has mostly focused on cases of 

Level 1 knowledge, with only a handful of studies targeting the more complex Level 2 knowledge (e.g., Hanna, 

Tanenhaus, & Trueswell, 2003; Mozuraitis, Chambers, & Daneman, 2015; Mozuraitis, Stevenson, & Heller, 

2016).  

 

A second tradition that has influenced the study of perspective-taking in language processing is the study of 

egocentrism in social psychology and decision making. A consistent finding in social psychology studies has 

been that when individuals are asked to estimate what others know, their estimates are biased towards their own 

knowledge (Ross, Greene, & House, 1977; Fussell & Krauss, 1991; Epley, Keysar, Van Boven, & Gilovich, 

2004). Such egocentric influences have been observed both in non-linguistic domains (e.g., estimates of how 

much housework you complete; Ross & Sicoly, 1979), and in the domain of language, including measurements 

of what information a speaker tends to repeat in a conversation (Knutsen & Le Bigot, 2012, 2014), and one’s 

memory for the discourse history (Isaacs, 1990; Yoon, Benjamin, & Brown-Schmidt, 2016; cf. Stafford & Daly, 

1984; see discussion in Caruso, Epley, & Bazerman, 2006). These effects are likely to be tied to the greater 

memory availability for one’s own actions and beliefs (Ross & Sicoly, 1979; Isaacs, 1990; Fischer, Schult, & 
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Steffens, 2015). Theories that judgements begin with egocentric estimation processes that are incrementally 

adjusted (see Tversky & Kahneman, 1974; Epley et al., 2004; Epley & Gilovich, 2006) have informed a view of 

perspective-taking in language processing that posited an initial egocentrism phase, followed by incremental 

adjustment away from this egocentric perspective (Horton & Keysar, 1996; Savitsky, Keysar, Epley, Carter, & 

Swanson, 2011). As we will see, this intellectual inheritance has influenced research on perspective-taking in 

language use from the early days until today.  

 

In what follows, we describe approaches to the study of perspective-taking in conversation from the past and the 

present. We then speculate about the future directions this research will take. 

 

The past 

An influential experimental paradigm for studying perspective taking has been the referential communication 

task (Krauss & Weinheimer, 1964; Krauss & Glucksberg, 1977). In this task, two individuals collaborate to 

arrange or re-arrange a set of objects or pictures in a workspace (or, in recent years, on a computer screen). This 

setup creates a situation where participants need to produce and interpret referring expressions with respect to a 

restricted set of candidate referents. In the domain of perspective-taking, this setup allows controlled 

manipulations of the knowledge mismatch between the conversational partners. Such mismatches are created 

using their visual perspective (e.g., Keysar., Barr, Balin & Brauner, 2000 and many others), by linguistic 

mention (e.g., Hanna et al., 2003; Brown-Schmidt, 2012) or by the background experiences of participants, both 

experiences in the lab (e.g., Wu & Keysar, 2007), as well as prior experiences (e.g., Isaacs & Clark, 1987). What 

is shared between participants is taken to be in common ground, whereas information available to only one 

partner is considered to be in that partner’s privileged ground. To measure perspective-taking, the literature has 

focused on the referential forms produced by speakers, and on the real-time interpretation of referential forms by 

listeners as reflected by their eye movements (i.e., using the visual world paradigm, Tanenhaus, Spivey-

Knowlton, Eberhard, & Sedivy, 1995).  
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As worked out in detail by Clark and Marshall (1978), for communication to be successful, it is not sufficient for 

one to assume that their partner knows a certain piece of information, but they must also assume that their 

partner assumes that they know this piece of information too. A problem with this logic arises because this 

recursion should logically continue ad infinitum, but, clearly, infinite recursions could not be represented in our 

mind. Instead, Clark and Marshall (1978) argue that interlocutors rely on heuristics to estimate mutual 

knowledge, or common ground (also see Clark & Marshall, 1981). On this view, interlocutors combine evidence 

for mutual knowledge with reasonable assumptions to estimate common ground. The evidence can come from 

different sources (Clark, 1996). These include visual or other sensory cues (we both see a certain object or hear a 

certain sound; physical co-presence), linguistic cues (we talked about something; linguistic co-presence), and 

cultural cues (Americans are usually assumed to know who the US president is; the Canadian Prime Minister… 

uh… not so much common ground; community membership). Clark and Marshall point out that the stronger the 

evidence for mutual knowledge is, the weaker the assumption needs to be that the information is indeed shared. 

They use a diary-like metaphor for one’s memory for life’s experiences, and introduce a “reference diaries” 

model to explain partner-specific effects in definite reference, such as the candle or that flower; such referring 

expressions require there to be a uniquely identifiable object that fits the description in the context. In this model, 

the relevant context is the common ground that the partners share. 

 

The idea that the production and comprehension of definite reference involves a memorial representation linked 

to a specific conversational partner inspired a body of work seeking to document the influence of these 

representations on language use. Evidence that the particular conversational partner affects the production of 

referring expressions comes from the study of how referential forms change over the course of a conversation, 

with repeated reference to the same entity triggering shorter referring expressions (Clark & Wilkes-Gibbs, 1986), 

and, conversely, with referring expressions becoming comparatively detailed when there is a lack of common 

ground (Wilkes-Gibbs & Clark, 1992). Other evidence comes from how speakers adapt their referential forms 

when talking to a partner who they assess to be an expert or a novice with respect to a certain topic (Isaacs & 

Clark, 1987; Wilkes-Gibbs & Clark, 1992; Bromme et al., 2005), how speakers continue to use a certain way of 

talking about an object, even when it is relatively atypical, because it was introduced earlier in the conversation 
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(Bortfeld & Brennan, 1997), and how speakers adapt to a new partner with whom they do not share the same 

common ground (Brennan & Clark, 1996). Knowledge of common ground is also used to hinder understanding 

by certain persons, as when bilinguals switch to a language not shared by eavesdroppers, or when speakers use 

terms unfamiliar to certain listeners to prevent their understanding (e.g., spelling P-I-Z-Z-A in front of a 

preliterate child; Clark & Schaefer, 1987). On the comprehension side, hearers who actively participate in the 

conversational exchange perform better on a task than overhearers who are not active participants (Schober & 

Clark, 1989). This finding has been linked to the conversational process of grounding, where hearers actively 

mark the addition of information to the common ground, with either silence or with short phrases like “yes” and 

“ok” (Clark & Schaefer, 1989; Clark & Brennan, 1991; Clark & Krych, 2004). In sum, this body of work has led 

to the documentation of a large number of natural language phenomena that attest to the fact that conversational 

partners represent the perspective of others, and that these knowledge representations, in some form, guide 

language use. 

 

In the late nineteen-nineties, the emphasis in the literature shifted away from language use at the macro level 

towards asking how representations of common ground guide real-time use, and in particular, real-time (on-

line) language comprehension. This research was influenced by the dominant view in social psychology where 

reasoning and decision-making were thought to begin from egocentrically-biased estimations. One early paper 

examined participants’ eye movements during real-time referential processing to contrast a restricted search 

hypothesis in which the initial search for a referent is restricted to entities in common ground, with an 

unrestricted search hypothesis, in which all referents are initially considered as candidates, independent of their 

ground status (Keysar, Barr, Balin, & Paek, 1998). The authors took the eye-movement patterns they observed to 

reflect an early unrestricted search process coupled with a later stage of error-checking that would correct for 

violations of common ground. While the hypothesis that language comprehension is initially egocentric with a 

delayed effect of correction (Keysar et al., 2000; Barr & Keysar, 2002; Keysar, Lin, & Barr, 2003) was 

originally inspired by work in social psychology (e.g., Tversky), it is reminiscent of debates concerning the role 

of contextual information in other areas of language processing that were taking place at around the same time. 

In the 1980s and 1990s, a dominant view in cognitive psychology was the modular conceptualization of the 
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mind (Fodor, 1983). Under modularity, basic cognitive systems, including language and its subsystems (e.g., 

lexicon, syntax), are informationally-encapsulated, meaning that processing in each module operates 

independent of the influence of other (especially higher-level) modules. In domains such as lexical access or 

syntactic parsing, the initial stage of processing was argued to be independent of top-down contextual 

expectations, which were only integrated at a later point (e.g., Frazier, 1979; Swinney, 1979; Ferreira & Clifton, 

1986). Similarly, common ground can be viewed as high-level knowledge that would be too effortful and 

resource-intensive to be incorporated into the initial, rapid first-stage process of language comprehension. 

Indeed, some have argued that theory of mind, while available for deliberative and explicit reasoning, is not 

routinely incorporated into the processes by which we interpret the behavior of other people (Keysar et al., 2003; 

Apperly, et al., 2010). 

 

However, subsequent work provided evidence from a variety of domains that counters the idea that language 

processing is encapsulated from higher-level knowledge representations. Evidence of cross-domain interaction in 

language processing included the influence of visual and linguistic context on lexical access (Federmeier & 

Kutas, 1999; Dahan & Tanenhaus, 2004; Van Berkum, van den Brink, Tesink, Kos, & Hagoort, 2008) and on 

syntactic parsing (Altmann & Steedman, 1988; Tanenhaus, et al. 1995; Chambers, Tanenhaus, & Magnuson, 

2004). An alternative theoretical approach – constraint-based lexicalist theories – emerged at this time. These 

theories postulated that multiple probabilistic constraints simultaneously guide the moment-by-moment 

processing of language (MacDonald, Pearlmutter, & Seidenberg, 1994; Trueswell & Tanenhaus, 1994). The 

earliest evidence in support of the constraint-based approach to sentence processing came from studies of how 

lexical and syntactic processing are influenced by multiple simultaneous cues provided by properties of verbs 

and their arguments, including their meaning and distributional patterns (Trueswell, Tanenhaus & Kello, 1993; 

Garnsey, Pearlmutter, Myers, & Lotocky, 1997; Wilson & Garnsey, 2009), as well as by the visual context 

(Tanenhaus, et al., 1995; Eberhard, Spivey-Knowlton, Sedivy, & Tanenhaus, 1995; Spivey, Tanenhaus, 

Eberhard, & Sedivy, 2002). Other work extended these findings to the literature on perspective-taking, showing 

that the listener’s knowledge about the perspective of the speaker is one of the cues that affects referential 
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interpretation from the earliest moments of processing (Nadig & Sedivy, 2002; Hanna et al., 2003; Hanna & 

Tanenhaus, 2004; Brown-Schmidt, Gunlogson, & Tanenhaus, 2008; Heller, Grodner, & Tanenhaus, 2008).  

 

For example, Heller et al. (2008) show that when listeners interpret a temporarily-ambiguous referring 

expression, they use information about the perspective of the speaker in choosing between potential referents, 

before overt disambiguating information becomes available in the speech stream. This study examined listeners' 

interpretation in a context where potential referents were objects on a shelf (see Figure 1). The listener 

(participant) followed an instruction to move objects that was provided by a (confederate) speaker who was 

sitting on the other side of the display (see Keysar et al., 2000 for an earlier use of this type of experimental 

display). Heller et al. build on the finding that listeners expect modified expressions with size adjectives (e.g., 

the big bowl) in contexts where a noun alone would be insufficient (e.g., when a big and a small bowl are 

present: Sedivy, Tanenhaus, Chambers, & Carlson, 1999). Of interest were contexts like the example in Figure 1 

containing two pairs of size-contrasting objects (e.g., two bowls and two cars), where the two bowls and the big 

car were visible to both partners, and were thus in common ground, but the small car was hidden from the 

speaker’s view. Because the small car is hidden, the speaker should not be aware of it. A listener who 

appreciates the speaker’s perspective should therefore take this into account.  Heller et al. reasoned that if 

referential processing is initially egocentric, then upon hearing an unfolding referring expression like the big…, 

listeners will consider both the big bowl and the big car as potential referents, as both have a contrasting object 

in the display. However, if listeners take into account the fact that the small car is not known to the speaker, they 

should rule out the big car as a potential referent, even though that object, in and of itself, is in common ground 

and matches the unfolding expression (they should expect the speaker to simply call it the car). Indeed, upon 

hearing the big and before any information from the noun was available in the speech stream (a short interval of 

about 300 ms), listeners developed the expectation that the speaker would refer to the big bowl and not the big 

car. These findings were since replicated by Ryskin, Benjamin, Tullis, and Brown-Schmidt (2015), and also by 

Heller, Parisien, and Stevenson (2016). This work provides critical evidence against egocentric-first theories of 

the role of common ground in language processing (e.g., Keysar, et al., 2003), because it shows that listeners 

integrate information about the common vs. privileged distinction continuously during processing, and not just at 
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a stage when a decision needs to be made (i.e., choice of referent), possibly correcting an initially-egocentric 

interpretation. These findings also provide evidence against a later, more nuanced version of egocentricity – 

anticipation-without-integration (Barr, 2008), which argues that listeners distinguish common and privileged 

referents but do not use this information in interpreting language in the earliest moments (for discussion, see 

Heller et al., 2016). 

 

 

Figure 1: Example display modeled after Heller et al., (2008), shown from the 

listener’s perspective (the speaker would be sitting on the other side of the 

display). The two bowls and the big car are visible from both sides of the display, 

and thus are in common ground, whereas the small car is in a cubbyhole that is 

hidden from the speaker’s perspective by an opaque panel, and is thus only 

known to the listener. The speaker will instruct the listener to “pick up the big 

bowl…” 
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In the domain of language production, early research on the process of audience design was similarly 

influenced by findings from social psychology about egocentric biases. For example, Horton and Keysar (1996) 

proposed a monitoring and adjustment model, where common ground does not play a role in initial utterance 

planning, and instead only comes into play at a delayed second stage. This proposal was based on an analysis of 

referential form in a situation where a size-contrasting object was only visible to the speaker and not the 

addressee (e.g., the big car in Figure 1, with the small car hidden from the addressee). In situations like this, 

Horton and Keysar found that speakers, when under time pressure, used an unnecessary adjective in the 

description (e.g., the big car) 43% of the time. Interestingly, Nadig and Sedivy (2002) similarly find that in 

situations like this, where a size-contrasting object is privileged to the speaker, that 5-6 year old children (and 

adults) include an unnecessary adjective about half of the time. However, Nadig and Sedivy interpret this finding 

differently, taking it as evidence that adults and children do take perspective in language production. One reason 

for the different conclusions may be the theoretical backdrop: Horton and Keysar’s conclusion is in line with 

arguments that decision making is egocentrically biased and therefore deviates from rationality (Tversky & 

Kahneman, 1974; 1981). By contrast, Nadig and Sedivy’s conclusion may have been influenced by their 

developmental perspective, where achieving the adaptive behaviour half the time is a substantive change over a 

baseline condition where both objects were available to both partners and children produced a modifier 75% of 

the time (see Brown-Schmidt & Hanna, 2011 for a related discussion regarding the use of baseline conditions in 

studies of language comprehension). More recent studies have shown that speakers often exhibit adaptation to 

the perspective of the addressee, along with a simultaneous influence of the speaker's privileged perspective 

(Wardlow Lane, Groisman, & Ferreira, 2006; Wardlow Lane & Ferreira, 2008; Heller, Gorman, & Tanenhaus, 

2012; Gorman, Gegg-Harrison, Marsh & Tanenhaus, 2013; Vanlangendonck, Willems, Menenti, & Hagoort, 

2016). For example, when referring to unfamiliar objects whose names were learned by a speaker but are 

unknown to an addressee, speakers rarely use these names on their own (e.g., uttering click on the fluliket: 5% in 

Heller et al., 2012), but they do sometimes use these names coupled with a description (e.g., Fluliket, with the 

arms: 18% in Heller et al., 2012; see also Isaacs & Clark, 1987; Gorman et al., 2013). The influence of 

privileged information may be more apparent when the speaker is under time pressure (Horton & Keysar, 1996), 
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when speakers are describing a state of affairs to their addressee rather than requesting something from them 

(Yoon, Koh, & Brown-Schmidt, 2012), and when privileged ground is salient in the task (Wardlow Lane, et al., 

2006; Wardlow Lane & Ferreira, 2008). Thus, while speakers show a remarkable ability of tracking common 

ground and in using this information in their referring expressions, they do not seem to completely adapt to the 

addressee’s knowledge. Interestingly, in most studies, the intrusion of privileged ground on language production 

has been used as a litmus test for whether speakers fail in audience design. However, this misses the fact that 

speakers are regularly required to draw on privileged information in order to make felicitous contributions to 

conversation. Indeed, conversation would be rather dull if we only spoke about things that were already mutually 

known. It remains an open question, then, whether the "incomplete" nature of audience design reflects inherent 

limits in speakers’ ability to avoid egocentrism, or whether it instead reflects a communicative system that is 

operating in relative balance.  

 

The present 

As noted earlier, the notion that language processing might be initially egocentric arose from certain perspectives 

in social psychology and assumptions about cognitive effort, where contextual information was expected to have 

a delayed effect on interpretation. With conclusive evidence now showing that listeners can use information 

about the knowledge state of the speaker from the earliest moments of processing, the research question has 

shifted from whether people can use perspective information to when and how they use this type of information.  

 

This shift has driven researchers to begin cataloging the ways in which perspective influences language 

processing. One important line of research investigates phenomena that are characteristic of situated 

conversation, such as the role of conversational grounding in establishing common ground (Brown-Schmidt, 

2012; Brown-Schmidt & Fraundorf, 2015), the influence of shared experiences in object labelling (Wu & 

Keysar, 2007; Heller et al., 2012; Gorman, et al., 2013), the role of spatial language and spatial cognition 

(Garrod & Sanford, 1988; Galati & Avraamides, 2013; Ryskin, Wang, & Brown-Schmidt, 2016), the cognitive 

and communicative forces that shape attention to common vs. privileged ground (Wardlow Lane & Ferreira, 

2008; Wardlow Lane & Liersch, 2012; Yoon, Koh, & Brown-Schmidt, 2012; Wardlow, 2013), as well as 
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mechanisms of multi-party conversation (Yoon & Brown-Schmidt, 2014) and multimodal communication 

(Galati & Brennan, 2013; Hilliard & Cook, 2016). A second line of work investigates how characteristics of 

one’s conversational partner influence language processing, including stereotypical beliefs about the behavior 

of individuals from different social groups (Van Berkum, et al., 2008), and cases where the partner is believed to 

have a cognitive or linguistic deficit (Grodner & Sedivy, 2005; Arnold, Hudson Kam & Tanenhaus, 2007). 

Additional work has focused on representations of the partner’s goals and beliefs, including false beliefs 

(Ferguson, Scheepers & Sanford, 2010; Mozuraitis et al., 2015), the actions that the partner can make in the 

setting (Hanna & Tanenhaus, 2004), and the partner’s desire to keep a secret (Wardlow Lane, et al., 2006; 

Ferguson & Breheny, 2011). Taken together, this body of work has identified a wide range of factors that 

influence how perspective guides language processing.  

 

A related question concerns the cognitive differences that limit or guide how information is brought to bear on 

language processing. Proposed system-level constraints include capacity-limited memory and cognitive control 

processes (e.g., Just & Carpenter, 1992; Novick, Trueswell, & Thompson-Schill, 2005). Note that an alternative 

view holds that individual differences are linked to differences in language experience between individuals 

(MacDonald & Christiansen, 1992; Wells, Christiansen, Race, Acheson, & MacDonald, 2009; Mishra, Singh, 

Pandey, & Huettig, 2012).  In the domain of perspective-taking, there have been several reports of links between 

individual differences in working memory and executive function processes, and perspective-taking behavior 

(Brown-Schmidt, 2009a; Lin, Keysar, & Epley, 2010; Wardlow, 2013). According to one view, these findings 

provide support for the idea that language users need to resolve competition between competing constraints 

(Brown-Schmidt, 2009a). Others argue instead that such links reveal that the use of perspective is too effortful to 

routinely influence language processing, particularly in children (Epley, Morewedge, & Keysar, 2004; Lin et al., 

2010). There is, however, evidence that young children do represent – and in some cases use – perspective 

information successfully (Nadig & Sedivy, 2002; Nilsen, Graham, Smith, & Chambers, 2008; Scott, He, 

Baillargeon, & Cummins, 2012). Furthermore, the developing executive function in young children has been 

linked to children’s ability to use perspective in language processing (Nilsen & Graham, 2009; Nilsen, Varghese, 

Xu, & Fecica, 2015). In sum, links between executive function and perspective-taking have been demonstrated 
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in both children and adults. However, it is important to note in this context that more recent studies fail to find 

substantive links between individual differences in adults’ cognitive function and perspective-taking during 

language comprehension (Brown-Schmidt, 2012; Ryskin et al., 2014; Brown-Schmidt & Fraundorf, 2015; 

Ryskin, Benjamin, Tuillis, & Brown-Schmidt, 2015), questioning the magnitude or generalizability of the earlier 

findings. When the reliability of the measures of individual differences in perspective-taking have been reported, 

they have been low (Ryskin, et al., 2015; Brown-Schmidt & Fraundorf, 2015); this places an upper limit on the 

size of a correlation one could expect with other measures (e.g. working memory). Thus, to make further 

progress on this question, it will be necessary to first identify internally reliable measures of individual 

differences in listeners’ perspective-taking ability.  

 

While the era of cataloguing has significantly advanced our understanding of what influences perspective-taking 

behavior, the demise of the egocentric-first approach has left the field searching for a new framework. Several 

candidate approaches have emerged. 

 

One influential framework has been interactive alignment, which proposes that during conversation speakers 

and listeners align to each other (Pickering & Garrod, 2004, 2013). Alignment is hypothesized to operate at all 

levels of representation, ranging from syntactic priming (where communicative partners become more likely to 

reuse previously-produced or previously-heard structures), to phonetic accommodation (where partners become 

more similar in terms of the acoustic properties of their speech). Pickering and Garrod (2004) suggest that 

perspective-taking behavior emerges through this same mechanism of priming, and this leads speakers and 

listeners to arrive at similar understanding of a linguistic exchange without having to continuously calculate and 

integrate explicit representations of common ground. What makes this approach attractive is that it buys 

perspective-taking behavior “for free” from more general mechanisms, such as the activation of linguistic forms 

in memory. 

 

The alignment approach can be used to account for certain phenomena in conversation. Here we consider 

conceptual pacts, a tacit agreement about the conceptualization of an object that is reflected in the use of 
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entrained referential phrases (e.g., whether to call an object the shiny cylinder or the silver pipe). Entrained terms 

tend to persist in conversation, such that speakers continue using these terms when talking to the same partner, 

but do so to a lesser extent when interacting with a new partner (Wilkes-Gibbs & Clark, 1992; Brennan & Clark, 

1996). This behavior is mirrored in comprehension: listeners interpret a referring expression faster when their 

partner continues to use a term they developed earlier (Barr & Keysar, 2002; Brown-Schmidt, 2009b), but 

interpretation is slowed if the speaker refers to a previously-mentioned object in a new way (Metzing & 

Brennan, 2003; Kronmueller & Barr, 2007; Matthews, Lieven, & Tomasello, 2010). Under alignment, when a 

speaker produces a certain referring expression, this linguistic form creates activation at all levels of 

representation for both the speaker herself and for her addressee. This can explain why speakers reuse entrained 

terms (because the term is already activated), and why such reuse is observed less with a new partner (because 

the term is tied to the partner with whom the pact was forged). Alignment can also account for certain partner-

specific effects in comprehension. For example, the facilitation observed when the same speaker reuses a 

referring expression, such as “the shiny cylinder”, is explained as a result of the activation of the linguistic 

representation in the addressee’s mind. The penalty observed when the same speaker “breaks” the pact, 

compared to a new speaker, can be attributed to pre-activation of the previous term (“shiny cylinder”) with the 

same speaker (but not the new speaker). In sum, effects associated with the use of conceptual pacts can be 

explained by conceptual alignment, offering an explanation of how perspective-taking behavior can be obtained 

without the complex process of calculating explicit common ground. There are, however, limits to the 

explanatory power of this alignment approach. Recall that alignment does not just operate at the conceptual 

level, but at all levels of linguistic representation. Parallel to the conceptual level, interactive alignment predicts 

that the syntactic structure of referring expressions is activated (and reactivated) and thus preserved over the 

course of the conversation. This prediction is not borne out: not only is such preservation not observed, but, in 

fact, the structure of a referring expression normally changes over time, becoming shorter as the conversation 

progresses (e.g., from “the person ice skating that has two arms” to “the ice skater”; Clark & Wilkes-Gibbs, 

1986; Isaacs & Clark, 1987). It is unclear whether and how the alignment approach can be developed to capture 

the change in the syntactic form that referring expressions undergo over time (also see Heller & Chambers, 2014 

for a discussion of other phenomena that cannot be captured using alignment).  
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A different mechanism is presented in Horton and Gerrig (2005a,b, 2016) who propose that effects of 

perspective-taking can arise from ordinary memory processes. Horton and Gerrig propose that through shared 

experiences, we form memory traces that link specific partners with the contents of that shared experience. On 

this view, when a speaker prepares a referring expression, the addressee serves as a memory cue which resonates 

with information in memory associated with that addressee. This process leads the speaker to use shared 

information in the referring expression, such as calling an object by its shared name (“shiny cylinder”), rather 

than a non-shared name (“silver pipe”). This aspect of the memory approach is attractive because, like 

alignment, it derives perspective-taking behavior as a result of general mechanisms that are not specific to 

common ground. 

 

There is evidence that perspective-taking behavior is indeed linked to shared experiences (Horton & Gerrig, 

2005b; Heller et al., 2012; Gorman et al., 2013). For example, one set of findings showed that speakers were 

better at distinguishing shared and privileged labels when shared information was acquired through a shared 

learning experience with the addressee, compared to when speakers were simply told that the addressee shared 

this information (Gorman et al., 2013). However, not all cases of shared information are based on direct 

experience. For example, Isaacs and Clark (1987) examined common ground that is based on community 

membership: they had New Yorkers (“experts”) and non-New Yorkers (“novices”) perform a task of ordering 

postcards of New York City landmarks. The task was performed six times; each time they arranged the postcards 

into a different order. Despite the fact that participants were not told that they may have different knowledge of 

NYC, already on the first time through the task, expert speakers tended to use unadorned names when interacting 

with other experts (e.g. “Rockefeller Center”), whereas they tended to include descriptions in their utterances 

when interacting with a novice partner (e.g., “Rockefeller Center, with all the flags”). Strikingly, this sensitivity 

to the partner’s expertise (or lack thereof) emerged very early in the interaction, even before all the cards had 

been discussed for the first time (see Table 2 in the original paper). This pattern reveals that speakers inferred – 

and adapted to – the knowledge state of their partner rapidly, possibly based on the partner’s accent, or based 

their reaction to the first card description (only six out of thirty-two pairs of participants explicitly discussed 
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their familiarity with New York City). As noted by Horton and Gerrig (2005a), cases where common ground is 

inferred based on community membership cannot be handled by associative memory mechanisms, and instead 

require strategic use of memory representations. Understanding how, and when, speakers calculate what type of 

referential form will be successful with a given addressee, remains an open question. Resolving this issue would 

require a better understand of how representations of others’ knowledge are stored, and how they are accessed 

during language production (Clark & Marshall, 1978; Brown-Schmidt & Duff, 2016).  

 

We have seen that some linguistic phenomena that are taken to reflect perspective-taking behavior can arise “for 

free” from general, non-dedicated cognitive processes that do not require explicit computation of common 

ground. However, it seems unlikely that these non-dedicated processes alone can be developed to explain all 

aspects of perspective-taking that have been observed in the literature to date. Furthermore, the two mechanisms 

discussed here focus on shared information, and are silent with respect to the phenomena that rely on non-shared 

(or private) information, which, as we will consider in the next section, also plays a central – yet neglected – role 

in perspective-taking.  

 

The future 

Perspective taking is complex. Because there is no direct access to another person’s perspective, the process 

requires estimating what others know, likely by using inferences based on multiple probabilistic cues in the 

situational context. In order to maintain relevance over time, these estimates must be continuously updated when 

new information becomes available. At the same time, however, it is clear that language comprehension and 

production are remarkably rapid and efficient. Earlier research attempted to explain how perspective-taking is 

accomplished in real time by saying that it isn’t: that the effects we observe are due to heuristics such as using 

one’s own knowledge in lieu of calculating another person’s (Keysar, et al., 1998). More recent attempts take a 

different direction, by acknowledging that perspective-taking does happen, but arguing that it is a by-product of 

other, non-dedicated, cognitive processes (Pickering & Garrod, 2004; Horton & Gerrig, 2005a,b, 2016). Such 

approaches are appealing, as they offer ways of understanding how seemingly complex mental representations 

nonetheless entail rapid language processing. However, it is unlikely that these processes alone would be able to 
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account for all aspects of perspective-taking behavior. Moving forward, it will be necessary to develop in more 

detail the full range of mechanisms that explain perspective-taking behavior.  

 

One essential line of inquiry is the development of implemented computational models. First, from the idea that 

multiple probabilistic constraints guide language comprehension comes the prediction that different sources of 

information will vary in the degree to which they allow the listener to make a prediction about upcoming 

structure. A class of computational models that has been emerging in the literature on pragmatics are 

probabilistic Bayesian models (e.g., Frank & Goodman, 2012; Goodman & Stuhlmüller, 2013; Kehler & Rohde, 

2013). In these models, listeners develop an interpretation that is based on reasoning about the most likely 

context that would have caused the speaker to say what she said. These models have several important 

properties. First, their probabilistic nature captures the fact that interpretation inherently involves uncertainty: a 

listener infers what the speaker meant, but never has access to that meaning directly. Second, their probabilistic 

nature further allows taking noisy context into account, calculating specific predictions about language use, 

which can then be tested against human behavior in context. Finally, these models reflect a clear hypothesis 

about the relationship between comprehension and production, where the experience with past production 

patterns are the basis of the comprehender’s inferences about current speaker meaning (cf. MacDonald, 2013). 

The first such model in the domain of perspective-taking is Heller et al., (2016) which models the 

comprehension of referring expressions under varying situations of knowledge mismatch between the 

conversational partners.  This work demonstrates how a probabilistic approach can account for different results 

that were previously interpreted as support for qualitatively different mechanisms (specifically, Keysar et al., 

2000, and Heller et al., 2008). One limitation of current Bayesian models is that they deal with highly-simplified 

situations that abstract away from many aspects of conversation. However, developing a framework to quantify 

perspective knowledge will allow us to make qualitative and quantitative predictions about perspective-taking in 

language use. Doing so might also provide forward momentum for the cataloging approach and offer a way of 

corralling these findings within a unified theoretical framework, allowing us to test competing computational 

frameworks. One important issue is whether humans are “rational” (Frank & Goodman, 2012) or whether 

rationality is in fact bounded when processing language (e.g., Ferreira & Patson, 2007). Furthermore, what 
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constitutes rational behavior in the domain of conversation deserves further inquiry. For example, Brown-

Schmidt (2012) and Brown-Schmidt and Fraundorf (2015) found very little evidence for an influence of 

conversational grounding on the degree to which mentioned information was treated as common ground in 

language comprehension. Yet these grounding phenomena, such as nodding and saying “uh-huh” when listening 

to your partner, are evident in conversational interactions, suggesting that listeners may be failing to appreciate a 

useful source of information—a type of bounded rationality. In the domain of perspective-taking, then, resolving 

the issues of if, when, and how language users are rational, would likely benefit from a modeling approach. 

 

Current computational approaches, however, do not directly speak to the cognitive mechanisms that underlie 

perspective-taking behavior. Thus, another goal for future work will be understanding the cognitive mechanisms 

that support the representation of perspective in memory and how these representations are brought to bear 

during language processing. Such an endeavour could address, for example, questions about whether one-bit 

representations of common ground (e.g., representing common ground as either my partner “does” or “does not 

know”; Galati & Brennan, 2010), or gradient representations (e.g., representing how likely it is that my partner 

knows something; Brown-Schmidt, 2012; Gorman, 2012; Mozuraitis et al., 2016) provide a better account of the 

data. Other representational questions include whether common ground representations are uni-dimensional, or 

are instead represented in a multidimensional matrix which is indexed according to the different sources of 

evidence about common ground (e.g., physical co-presence, linguistic mention, community membership). 

Understanding the neurobiological systems that support different types of perspective-taking processes (e.g., 

Rubin, Brown-Schmidt, Duff, Tranel, & Cohen, 2011; Duff & Brown-Schmidt, 2012; Brown-Schmidt & Duff, 

2016; Rueschemeyer, Gardner & Stoner, 2015; Van Ackeren et al., 2012; 2016) may also offer insights into 

when and how perspective representations will guide language use. Considerations of memory mechanisms, 

such as contextual reinstatement (Godden & Baddeley, 1975; 1980; Smith, Glenberg, & Bjork, 1978; Mulligan, 

2011) may provide guidance (for discussion see Brown-Schmidt & Fraundorf, 2015; Horton & Gerrig, 2005b). 

For example, a well-known finding in the memory literature, the generation effect, refers to the finding that 

generating information, such as producing a word based on a three-letter cue, produces better memory than 

simply studying that word silently (Jacoby, 1978; Slamecka & Graf, 1978; also see the production effect, 
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MacLeod, Gopie, Hourihan, Neary, & Ozubko, 2010). Studies of recognition memory for conversational 

referents show that speakers indeed exhibit better item memory than listeners (McKinley, Brown-Schmidt, & 

Benjamin, submitted; Yoon, Benjamin, & Brown-Schmidt, 2016; also see Isaacs, 1990; Knutsen & Le Bigot, 

2014). These findings suggest that there may be memorial limitations on the degree to which speakers and 

listeners can become aligned in conversation. Further, it raises the question of whether and when speakers and 

listeners are aware of one another’s memory or lack of memory for the past. Promising lines of inquiry will 

examine the interface of language and memory in the service of perspective-taking. These findings pose the 

question of whether an ideal perspective-taking process is based on joint experience (Clark & Marshall, 1978), 

or alternatively, is sensitive to the fact that speakers’ and listeners’ memory of the discourse history is unlikely to 

be symmetrical (e.g., Fischer, Schult, & Steffens, 2015).  

 

Another important direction for future research is expanding the range of phenomena investigated. To 

illustrate, let us first consider a situation where there are two objects from the same basic level object category 

(e.g., two trees), and the listener knows both their names (e.g., a Sycamore tree and an Osage Orange tree), but is 

in a position to assume that the speaker only knows one of those names (e.g., the Sycamore). When the speaker 

says the tree, then despite the fact that there are two trees, the listener can infer that she is referring not to the 

Sycamore, but how will the listener arrive at this interpretation? If the listener accesses their memory 

representation of the entities, both entities are good candidate referents, as both fit the description “tree”. To find 

the correct referent, the listener must not just access their memory representations of the entities and locate 

memory traces related to the speaker, but also perform a computation of how this particular speaker would have 

referred to each of the two potential referents, comparing this computation to what the speaker actually said. To 

do this, listeners don’t just need to decide which referents would be most likely for the speaker in the situation 

(cf. Hanna & Tanenhaus, 2004), but instead must compute the different linguistic forms that the speaker would 

have used for each referent. This is a complex computation that seems to require explicit inference based on 

access to past episodes that established common ground, and that could not be explained by a priming or 

associative mechanism.  
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Like this example, much of the research on perspective-taking has focused on reference, specifically on definite 

referring expressions, perhaps because of the ease of studying these forms in the lab using the referential 

communication task. While referential phenomena have taught us a lot about perspective-taking, the fact that 

referring expressions normally encode shared information has led the field to give disproportionate attention to 

the role of shared information in perspective-taking, whereas the role of private information in conversation has 

been left outside of the range of typically-investigated phenomena. Future work will require expanding our 

investigations of perspective-taking beyond the narrow focus on reference, investigating in detail other linguistic 

forms, such as verbs (see Chambers & San Juan, 2008) or questions (more below), other aspects of 

communication, such as gesture (Hilliard & Cook, 2016) and depictions (Clark, 2016), and higher level 

decisions such as choosing a partner depending on the goal of the conversation (e.g., calling the dentist if your 

tooth aches, and the realtor if you want to sell the house), and choosing a language depending on the 

conversational situation (e.g., speaking Hebrew to your son at home, but English when addressing him in front 

of his teacher).  

 

Our next example concerns information questions, which are characterized by the speaker assuming that the 

addressee has, in their privileged ground, the answer to the question. Existing research shows that addressees 

rapidly interpret questions as asking about information in privileged ground (Brown-Schmidt, et al., 2008; 

Brown-Schmidt, 2009a; Brown-Schmidt & Fraundorf, 2015). Yet many questions about this process remain 

unanswered, such as how the speaker goes about choosing a relevant addressee for a certain question. Consider a 

visit to the dentist with your child: you’re at the office, the dentist comes to greet you, and you want to know if 

your son has brushed his teeth that morning. Who do you ask?  Your dentist is highly relevant to the topic of 

tooth-brushing, and in fact most of your conversations with her involve dental hygiene. If questions were 

designed simply based on past experiences and memory associations, one would be more likely to (erroneously) 

ask the dentist. But this kind of error virtually never happens, and you would most likely address the question to 

your son, suggesting that you have mapped out the privileged ground of both potential addressees. This context 

can be developed even further: Imagine that you’ve already been talking to the dentist about your son’s terrible 

tooth-brushing habits (rendering the topic in common ground with her), and further, that she has completed your 
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son’s dental exam and can therefore infer based on the state of his teeth that he was unlikely to have brushed in 

the last 24 hours. Even in this case, where the dentist is not only knowledgeable about tooth-brushing, but there 

is also an immediate conversational record with her about the topic, when it comes time to find out the answer to 

your question, you ask your son and not the dentist. Why? Because she has no direct evidence as to whether he 

brushed his teeth this specific morning. This indicates that you are able to map out their respective privileged 

grounds and calculate that your son possesses the best evidence for the answer. New frontiers in the research on 

the use and interpretation of questions would allow us to better understand how privileged information is 

represented, organized, and accessed in the service of communication. Especially needed are efforts to expand 

the domain of inquiry to a range of communicative devices that make different demands on privileged 

information, such as declarative questions, You didn’t brush your teeth? (Gunlogson, 2003) and contrastive 

accenting, It LOOKS like you brushed your teeth, (Kurumada, Brown, Bibyk, Pontillo, & Tanenhaus, 2014). 

 

Another domain that deserves further attention is the type of knowledge mismatch between interlocutors. It is 

noteworthy that the majority of the studies examining perspective-taking in conversation have involved Level 1 

knowledge mismatch, namely, situations where one partner knows a certain piece of information that the other 

does not (e.g., Keysar et al., 2000; 2003; Nadig & Sedivy, 2002; Hanna, et al., 2003: Exp.1; Barr, 2008; Brown-

Schmidt, et al., 2008; Heller, et al., 2008). Yet, this is the type of knowledge that is assumed in the 

developmental literature to be mastered early in development (Wimmer & Perner, 1983; Baron-Cohen, Leslie, & 

Frith, 1985). Only a handful of studies have investigated Level 2 knowledge mismatch, with mixed results: some 

have shown adaptive behavior (Hanna et al., 2003: Exp.2), while others have found that this type of mismatch is 

much harder to handle (Mozuraitis, et al., 2015; Mozuraitis et al., 2016 finds an intermediate pattern).  This 

disparity raises questions about the relationship between theory of mind and perspective-taking behaviour in 

conversation. While some researchers seem to equate perspective-taking processes with theory-of-mind (Keysar, 

et al., 2003; Apperly, et al., 2010), arguments that perspective-taking emerges from ordinary memory processes 

(Horton & Gerrig, 2005a) or on the basis of simple one-bit cues (Galati & Brennan, 2010) would seem to be at 

odds with this link. Thus, examining different types of knowledge mismatch would contribute to the 
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development of theories of the relationship between common ground in language processing and representations 

of theory of mind.  

 

Conclusion 

Everyday language use is guided by our knowledge of what others do and do not know. This knowledge guides 

who we communicate with, and how. Theoretical and empirical investigations focus on the cognitive processes 

that support the interfacing of language production and comprehension with representations of privileged and 

common ground. Our understanding of these processes has been influenced by theoretical traditions in other 

areas of psychology including cognitive development, social psychology, and decision making. Early debates 

about whether or not perspective representations are accessed on-line have given way to a flood of empirical 

findings cataloguing the factors that influence how perspective is used in language processing. Moving forward, 

the field will attempt to understand whether language users are integrating information from a noisy signal, or 

making use of heuristics and other non-dedicated cognitive operations to simplify an otherwise complex 

cognitive operation. Achieving forward progress will likely necessitate development of implemented 

computational models of perspective-taking in language use, considerations of the cognitive mechanisms that 

encode perspective representations, and expanding the domain of inquiry beyond referential processes. Present 

approaches provide a viable explanation for how visually-grounded references like the empty martini glass are 

produced and interpreted by conversational partners with distinct perspectives. The next horizon will be 

explaining how exquisitely-canonical exchanges like this, unfold with such ease:  

 

Daphna to Sarah:  Another martini?  

Sarah to Daphna:  [winks, puts down her mocktail], whispers: “I’m pregnant!” 

  

Exchanges like this involve making guesses about what the partner does and does not know, and what they think 

you do and do not know. While these everyday examples seem trivial, we know very little about how they 

unfold in the mind. We look forward to several more decades of progress in answering this intriguing question.    
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